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Abstract
Disk drives are one of the most commonly replaced
hardware components and continue to pose challenges
for accurate failure prediction. In this work, we present
analysis and findings from one of the largest disk failure
prediction studies covering a total of 380,000 hard drives
over a period of two months across 64 sites of a large
leading data center operator. Our proposed machine
learning based models predict disk failures with 0.95
F-measure and 0.95 Matthews correlation coefficient
(MCC) for 10-days prediction horizon on average.

1 Introduction
Hard disk drives (HDDs) continue to be a key driving

factor behind enabling modern enterprise computing
and scientific discovery — residing in large-scale data
centers. Unfortunately, HDDs are not only the most
frequently replaced hardware components of a data
center; they are also the main reason behind server fail-
ures [82]. The failure of HDDs can result in data loss,
service unavailability, increases in operational cost and
economic loss [42, 76]. Consequently, the storage com-
munity has invested a significant amount of effort in
making disks reliable and, in particular, predicting disk
failures [4, 9, 19, 23, 24, 36, 41, 51, 54, 58, 59, 85, 89, 92]. Al-
though widely-investigated, effective hard disk failure
prediction still remains challenging [83, 88] and hence,
the storage community benefits from the disk reliability
field-studies [8, 37, 44, 53, 55, 60, 65, 77, 83, 88]. Unfortu-
nately, such field studies are not published often enough
and are limited in sample size [8,9,28,30,37,60,83,88,89].

To bridge this gap, we perform large-scale disk failure
analysis, covering 380,000 hard disks and five disk man-
ufacturers distributed across 10,000 server racks and 64
data center sites over two months, hosted by an enter-
prise data center operator — one of the largest disk fail-
ure analysis studies reported in the literature [4,9,51,83].

For the first time, this paper demonstrates that disk fail-
ure predictions can be made highly accurate by combining
disk performance and disk location data with disk monitor-
ing data (Self-Monitoring, Analysis, and Reporting Technol-
ogy — SMART data). Traditionally, disk failure predic-
tion works have largely focused on using SMART data
for predicting disk failures — this is based on in-the-
field evidence that SMART attributes (e.g., correctable
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Figure 1: SMART attributes of healthy vs. failed disks
prior to disk failures.
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Figure 2: Performance metrics of healthy vs. failed disks
prior to disk failures.

errors, temperature, disk spin-up time, etc.) are corre-
lated with the disk health and indicative of eventual
failure. While this conventional wisdom holds true as
shown by previous works, we found that SMART at-
tributes do not always have the strong predictive ca-
pability of making disk failure predictions at longer
prediction horizon windows for all disks (i.e, predicting
disk failures a few days before the actual failure instead
of a few hours). This is primarily because the value
of SMART attributes often does not change frequently
enough during the period leading up to the failure, and
the change is often noticeable only a few hours before
the actual failure, especially in hard-to-predict cases.

On the other hand, the value of performance met-
rics may exhibit more variations much before the actual
drive failure. A small example is shown in Figure 1
and Figure 2. We observe that the performance metrics
of failed disk drives may indeed show distinguishable
behavior from healthy disks (Figure 2) while SMART
attributes do not (Figure 1). In Figure 1, the SMART at-
tributes of healthy disks show the same value or similar
pattern as failed disks located on the same server until
the time of disk failure. For the performance metrics
shown in Figure 2, although the trends of failed disks
are close to healthy disks, failed disks may report mul-
tiple sharp impulses before they actually fail. Only a
subset of SMART attributes are shown in the plot, but
others also show similar behavior (our methodology is
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Figure 3: Values of SMART attributes before a hard disk
failure, collected on an hourly basis, extracted from the
open-source Baidu dataset [40]. The legend on the right
shows the IDs of disk SMART attributes as defined by
the industry standard [3], and "R" represents the raw
value of an attribute.

covered in Section 2). We note that this example evi-
dence does not suggest that all failed disk drives show
variation in performance metrics leading up to the fail-
ure, or that SMART attributes do not change for any
failed disks. Instead, it shows that performance metrics,
when combined with a traditional approach of using
SMART attributes, may be more powerful than using
SMART attributes alone, especially for hard-to-predict
failures.

One could argue that SMART attributes not exhibit-
ing distinct patterns between healthy and failed disks is
specific to this data center under study. To test this hy-
pothesis, we plotted the normalized value of SMART at-
tributes of failed and healthy disks from a publicly avail-
able disk failure dataset released by Baidu in 2016 [40].
Figure 3 shows that the normalized values of 12 SMART
attributes of a randomly selected failed disk do not vary
noticeably leading up to the failure — 477 hours before
its actual failure. This observation is particularly no-
table, especially, given that the SMART attributes for
this dataset are collected at much finer-granularity (one
hour) as opposed to traditional per-day granularity (e.g.,
Backblaze public dataset [46]). Thus, SMART attributes
alone may not be able to predict all disk failures.

Intuitively, the addition of performance metrics to-
ward disk failure prediction increases the predictive
power because it increases our coverage in capturing
the workload characteristics accessing the storage sys-
tem, beyond what SMART attributes cover. The nature
of workloads running on a system often affects the fail-
ure rates of different system components, not only disks.
But, it’s much more challenging to obtain and incorpo-
rate workload related information due to the business-
sensitive nature of data center workloads. As shown in
Section 5, performance metrics can act as a good proxy
for workload characteristics for disk failure prediction.

Finally, this paper shows that disk failure prediction
can be further improved by incorporating the location
information of disk drives in the data center — an aspect
that has not been explored in the previous disk failure
prediction works because typically data center logs do
not include location and organization of disks by de-
fault. Intuitively, the addition of location information
toward disk failure prediction increases the predictive
power because it increases our coverage of the operating
conditions of data center disks.

Disks in close spatial neighborhoods are more likely
to be affected by the same environmental factors, such
as relative humidity and temperature, which are respon-
sible for accelerating disk component failures [55, 73].
Notably, disks with physical proximity are likely to ex-
perience similar vibration levels. Although vibration
is not a part of the SMART attributes or performance
metrics, it is known to affect the reliability of disk drives
[56, 65]. Therefore, adding location information can cap-
ture disks operating under similar environmental or
operating conditions which can experience similar fail-
ure characteristics. Our evaluation (Section 5) shows
that adding location information to SMART attribute
information indeed improves the failure prediction qual-
ity, although as expected, the effects are not as large as
adding performance metrics to SMART.

While using the combination of SMART attributes,
performance metrics, and location information is likely
to improve disk failure prediction quality, the types of
attributes, and the raw amount of combined information
is almost unmanageable. It is unclear what attributes
should be selected and how they should be used. Tra-
ditional rule-based or analytical models are not likely
to exploit the hidden interactions among different at-
tributes of the same type (e.g., SMART) and different
types (e.g., performance vs. SMART). Therefore, to in-
crease the effectiveness of our approach, we take advan-
tage of machine learning (ML) models for leveraging
such hidden interactions, as done in several previous
disk failure prediction works [9, 51, 54, 65, 89].

Our core contributions are not in the development
of machine learning based models, built on top of well-
understood and mature models such as naive Bayes
classifier (Bayes) [36], random forest (RF) [52], gradient
boosted decision tree (GBDT) [29, 91], and long short-
term memory networks (LSTM) [23, 38]. Instead, the
core usefulness of our study is in providing action-
able insights, trade-off lessons learned in applying these
models, and assessment of model robustness. Addition-
ally, we develop and evaluate a new hybrid deep neural
networks model, convolutional neural network long
short-term memory (CNN-LSTM) [2] for disk failure
prediction that achieves close to the best prediction qual-
ity in most of the test cases.
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